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An efficient method is developed for pricing American options on stochastic volatility/jump-diffusion processes under systematic jump and volatility risk. The parameters implicit in deutsche mark (DM) options of the model and various submodels are estimated over the period 1984 to 1991 via nonlinear generalized least squares, and are tested for consistency with $/DM futures prices and the implicit volatility sample path. The stochastic volatility submodel cannot explain the "volatility smile" evidence of implicit excess kurtosis, except under parameters implausible given the time series properties of implicit volatilities. Jump fears can explain the smile, and are consistent with one 8 percent DM appreciation "outlier" observed over the period 1984 to 1991.

The central empirical issues in option pricing are what distributional hypotheses are consistent with observed option prices, and whether those distributional hypotheses are consistent with the properties of the un-
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derlying asset price. For foreign currency options, the evidence amassed from time series analyses and from option prices regarding the conditional and unconditional moments of exchange rate processes appears qualitatively in agreement. It is undisputed that volatility is time-varying, as evinced in plots of implicit volatilities over time and in the extensive literature on ARCH and GARCH models.\footnote{Bollerslev, Chou, and Kroner (1992) provide an excellent survey of the ARCH/GARCH literature, including the applications to foreign exchange rates.} Time series studies also indicate that the unconditional distribution of log-differenced exchange rates is leptokurtic, and that there is an inverse relationship between excess kurtosis and the length of the holding period.\footnote{For instance, Hsieh (1988) estimated unconditional kurtosis of 12.8 for daily changes in the $/DM exchange rates, while Meese (1986) estimated kurtosis of 4.2 for monthly returns.} Conditional leptokurtosis has also been found in time series studies (e.g., fat-tailed residuals from ARCH/GARCH models), while the “volatility smile,” or U-shaped pattern of implicit volatilities across different strike prices, indicates conditional leptokurtosis implicit in option prices.\footnote{Ben Khelifa (1991), Cao (1992), and Shastri and Wethyavirorn (1987) document the volatility smile present in foreign currency option prices. Model-specific daily estimates of implicit distributions in Bates (1994) found excess kurtosis in options on DM and yen futures over the period 1984 to 1992.} The evidence regarding unconditional and conditional skewness is more mixed, with time series estimates sensitive to the currency and period used. Studies of option prices have found evidence of substantial positive implicit skewness in options on foreign currencies during the period 1983 to 1985, but there is less evidence during more recent periods.\footnote{Bodurtha and Courtadon (1987) document the tendency of an American option version of the Black and Scholes model to overprice in- and at-the-money calls and underprice out-of-the-money calls on foreign currencies during the period 1983 to 1988, indicating an implicit distribution more positively skewed than the lognormal. Bates (1994), using a jump-diffusion model, found substantial positive implicit skewness in options on deutsche mark futures during the period 1984 to 1986, but not from 1987 to 1992.} Different time series and option pricing models have been employed to capture these salient distributional features. Assorted stationary fat-tailed distributions such as the stable Paretoian [Westerfield (1977)], Student’s $t$ [Rogalski and Vinso (1978)] and jump diffusions [Akgiray and Booth (1988)] have improved on the unconditional distribution relative to a Gaussian benchmark. Foreign currency option pricing equivalents include Borensztein and Dooley’s (1987) use of the Cox and Ross (1976) pure-jump model, Jorion’s (1988) and Bates’s (1994) use of Merton’s (1976) jump diffusion model, and McCullogh’s (1987) stable distribution model for log-differenced exchange rates. ARCH/GARCH time series models used to capture the time-varying variances and some—though not all—of the leptokurtosis have stochastic volatility option pricing counterparts, such as Ches-
ney and Scott (1989), Melino and Turnbull (1990), and Cao (1992). More recent approaches in the time series literature have tended to combine fat-tailed independent shocks and time-varying variances; for instance the Student’s t/GARCH model of Baillie and Bollerslev (1989) and the jump diffusion/ARCH model of Jorion (1988).

This article presents an exchange rate model that is potentially compatible with observed option pricing moneyness and maturity biases and with the distributional properties of log-differenced exchange rates. Extending the Fourier inversion option pricing methodology of Stein and Stein (1991) and Heston (1993), a tractable and efficient model for pricing American options on combined stochastic volatility/jump-diffusion processes in the presence of systematic volatility and jump risk is developed. By nesting the two skewed and leptokurtic distributions, which of the two better explains the skewness and excess kurtosis implicit in option prices can be examined.

This article also develops methods for testing the consistency of the distributions implicit in option prices with the underlying time series properties of exchange rates and implicit volatilities. In contrast to previous work [see, e.g., Cao (1992), Chesney and Scott (1989), Jorion (1988), and Melino and Turnbull (1990)], the essential orientation of this article is to see whether the distributional anomalies implicit in option prices are apparent in the underlying time series, rather than examining whether non-Gaussian and nonindependent properties of the time series process are reflected in option prices. Since the central issue is the consistency between options and time series, either approach is, of course, valid. However, using implicit distributions potentially exploits a richer information set than that available from time series analysis. For instance, implicit volatilities from option prices should theoretically summarize all relevant information regarding expected future volatilities, whereas univariate ARCH and GARCH approaches can exploit only the subset of that information inferrable from the past history of asset prices. Equally, option prices should reflect any perceptions of low-frequency, large-amplitude jump risk, whereas time series studies lack the power in the small samples typically available to reliably pick up any low-frequency jump component.

Two tests of the consistency between option prices and time series are developed. First, the compatibility of the stochastic volatility process implicit in option prices with time series properties of implicit volatilities is tested. The test includes the issue raised by Stein (1989) and Campa and Chang (1995) as to whether the term structure of implicit volatilities is consistent with observed mean reversion in implicit volatilities. Broader distributional compatibilities (most importantly with regard to the volatility of volatility) can also be examined. A careful distinction is drawn in the tests between the “risk neutral”
distributions implicit in option prices and the actual distributions relevant for time series analysis.

Second, the conditional distributions implicit in $/DM option prices are tested for consistency with observed changes in log-differenced $/DM futures prices. The test parallels standard tests of the forecasting power of implicit volatilities for future volatility, while also allowing examination of higher moments.

Section 1 presents the postulated stochastic volatility/jump-diffusion process for the $/DM exchange rate, and discusses the methodology for pricing American options when volatility risk and jump risk are systematic. The Philadelphia Stock Exchange foreign currency options data are discussed in Section 2, and implicit parameter estimates are presented. Tests of compatibility with the underlying implicit volatilities and $/DM futures prices are conducted in Section 3. Section 4 concludes.

1. A Proposed Stochastic Volatility/Jump-Diffusion Model

The following assumptions will be maintained throughout this article:

1. Markets are frictionless: there are no transactions costs or differential taxes, trading can take place continuously, and there are no restrictions on borrowing or selling short.

2. The instantaneous risk-free interest rate, r, and domestic/foreign interest differential, b = r - r*, are known and constant.

3. The exchange rate, S ($/DM), follows a geometric jump diffusion with the instantaneous conditional variance, Vt, following a mean-reverting square root process:

\[
dS/S = (\mu - \lambda k)dt + \sqrt{V}dZ + kdq
\]

\[
dV = (\alpha - \beta V)dt + \sigma_v\sqrt{V}dZ_v
\]

\[
cov(dZ, dZ_v) = \rho dt
\]

\[
prob(dq = 1) = \lambda dt, \quad \ln(1 + k) \sim N(\ln(1 + k) - \frac{1}{2}k^2, k^2)
\]

where \(\mu\) is the instantaneous expected rate of appreciation of the foreign currency, \(\lambda\) is the annual frequency of jumps, \(k\) is the random percentage jump conditional on a jump occurring, and \(q\) is a Poisson counter with intensity \(\lambda\).

The postulated exchange rate process offers a rich and flexible distributional structure. Skewed distributions can arise either because of correlations between exchange rate or volatility shocks, or because of nonzero average jumps. Similarly, excess kurtosis can arise either from volatile volatility or from a substantial jump component. Furthermore, the two alternate explanations for skewness and excess kurtosis can
be distinguished by holding period effects. Stochastic volatility implies a direct relationship between the length of the holding period and the magnitude of conditional skewness and excess kurtosis, whereas jumps imply a strong inverse relationship.

The above process for volatility has been used for pricing options under two polar assumptions about interest rate processes. Bailey and Stulz (1989) and Bossaerts and Hillion (1993) price stock index and stock options using the Cox, Ingersoll, and Ross (1985) general equilibrium production economy, which implies instantaneous conditional variances and interest rates are proportional and follow the square root process above. On the other hand, Hull and White (1988) and Heston (1993) price options off the above stochastic volatility process under the more tractable assumption of constant interest rates. Since Scott (1993) finds that interest rate volatility has little impact on short-term option prices such as those examined in this study, the latter assumption of constant domestic and foreign interest rates will be maintained in this study.

The square root variance process has two major advantages. First, the model can allow for systematic volatility risk, whereas alternate processes such as Hull and White (1987) have had to impose the assumption of nonsystematic volatility risk to generate a tractable option pricing model. If the true process is given by Equation (1), then in a representative agent production economy (see Bates (1988)) the risk neutral processes used in pricing options that incorporate the appropriate compensation for jump risk and volatility risk are given by

\[
\begin{align*}
\frac{dS}{S} &= (b - \lambda^* \bar{k}^*) dt + \sqrt{V} dZ^* + k^* d\bar{q}^* \\
dV &= [\alpha - \beta V + \Phi_v] dt + \sigma_v \sqrt{V} dZ_v^* \\
\text{cov}(dZ^*, dZ_v^*) &= \rho dt \\
\text{prob}(d\bar{q}^* = 1) &= \lambda^* dt, \quad \bar{k} \sim (\bar{k}^*, \text{Var}(k^*)) \quad (2)
\end{align*}
\]

where \( b \) is the continuously compounded domestic/foreign interest differential, and starred variables represent the risk-adjusted versions of the true variables, taking into account the pricing of jump risk and volatility risk. In particular,

\[
\begin{align*}
\Phi_v &= \text{cov} \left( dV, \frac{d\Delta f_w}{f_w} \right) \\
\lambda^* &= \lambda E \left( 1 + \frac{\Delta f_w}{f_w} \right) \\
\bar{k}^* &= \bar{k} + \frac{\text{cov}(k, \Delta f_w/f_w)}{E \left[ 1 + \Delta f_w/f_w \right]} \quad (3)
\end{align*}
\]
where $J_w$ is the marginal utility of dollar wealth of the world-average representative investor, $\Delta J_w/J_w$ is the random percentage jump conditional on a jump occurring, and $dJ_w/J_w$ is the percentage shock in the absence of jumps.\footnote{Issues of heterogenous international investors and deviations from purchasing power parity, which would involve including additional state variables for the distribution of wealth across heterogeneous agents, are being ignored here. More precisely, such effects are assumed here to affect only the foreign currency risk premium $E(dS/S) - (r - r^*) = \mu - \delta$, and therefore have no effect on option prices. The potential general equilibrium effects of the omitted state variables on interest rates and on volatility are ruled out by the imposed distributional assumptions. For an illustration of the (limited) general equilibrium impact of investor heterogeneity on interest rates see Dumas (1989).}

As usual, time-separable isoelastic utility is a convenient assumption to make at this stage, and implies that the volatility risk premium, $\Phi_v = f(V)$, depends only on $V$, ln$(1 + \lambda^* \bar{k})$ is normally distributed with the same variance $\delta^2$ as the actual jumps, and $\lambda^*$ and $\bar{k}^*$ are constant.\footnote{The specification of the risk neutral process depends on the choice of numeraire. The above specification of Equations (2) and (3) is the risk neutral process for the S/FC exchange rate $S$ to be used in generating dollar-denominated prices of foreign currency options. For foreign-currency denominated option prices expressed in terms of the FC$/S$ exchange rates $1/S$, it is necessary to use the marginal utility of foreign-currency denominated wealth $J_u = SdJ_w$ when computing $\Phi_v$. $\lambda^*$ and $\bar{k}^*$. An Ito's lemma-based transformation of variables of the process in Equation (2) using $z = S^{-1}$ is not correct, because of Siegel's paradox.}

A no-arbitrage constraint on the functional form of the volatility risk premium $\Phi_v(V)$ is that $\Phi_v(0) = 0$.\footnote{The additional restriction that the process for optimally invested wealth follow a geometric stochastic volatility/jump-diffusion process with constant parameters is also required.} This restriction precludes modeling the volatility risk premium as proportional to $\ln(V)$ when the log of volatility follows an Ornstein-Uhlenbeck process and necessitated Hull and White’s (1987) assumption of nonsystematic volatility risk ($\Phi_v \equiv 0$) for analytic tractability. In the case of the square root volatility process, however, the volatility risk premium can plausibly be modeled as proportional to the conditional variance $V$:\footnote{See Ingersoll (1987, chap. 18) for a discussion of a similar issue with regard to the term structure of interest rates.}

$$\Phi_v(V) = \xi V.$$ (4)

The result is that the risk neutral process for the instantaneous conditional variance resembles the true process in form:

$$dV = (\alpha - \beta V + \xi V)dt + \sigma_v \sqrt{V} dZ^*_v$$
$$\equiv (\alpha - \beta^* V) dt + \sigma_v \sqrt{V} dZ^*_v.$$ (5)
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Note, however, that the variance steady-state level \((\alpha/\beta^*)\) and rate of mean reversion \(\beta^*\) implicit in option prices are not the true levels, but differ by an amount that depends on the volatility risk premium.

The second major advantage to the square root process for variance is that the process generates an analytically tractable method of pricing options without sacrificing accuracy or requiring undesirable restrictions (such as \(\rho = 0\)) on parameter values.\(^{10}\) European options that can be exercised only at maturity are priced as the expected value of their terminal payoffs under the risk neutral probability measure:

\[
c = e^{-rT}E^* \max(S_T - X, 0)
\]

\[
= e^{-rT} \left[ \int_{X}^{\infty} S_T p^*(S_T) dS_T - X \int_{X}^{\infty} p^*(S_T) dS_T \right]
\]

\[
= e^{-rT} (FP_1 - XP_2)
\]  

(6)

where \(E^*\) is the expectation with respect to the risk-neutral probability measure; \(F = E^*(S_T) = S_0e^{bT}\) is the forward price on foreign currency; \(P_2 = \text{prob}^*(S_T > X)\) is one minus the risk neutral distribution function; and \(P_1 = \int_{X}^{\infty} [S_T/E^*(S_T)] p^*(S_T) dS_T\) is also a probability (since the integrand is nonnegative and the integral over \([0, \infty)\) is one). For instance, the Garman and Kohlhagen (1983) variant of the Black and Scholes formula for foreign currency options under the assumption of constant-volatility geometric Brownian motion for the exchange rate is

\[
c = e^{-rT} [FN(d_1) - XN(d_2)]
\]

(7)

where \(d_1 = \ln(F/X) + \frac{1}{2} \sigma^2 T) / \sigma \sqrt{T}\), and \(d_2 = d_1 - \sigma \sqrt{T}\).\(^{11}\)

The European option evaluation problem is to evaluate \(P_1\) and \(P_2\) under the distributional assumptions embedded in the risk neutral probability measure. The difficulty is that the cumulative distribution function for most distributions is messy and, in many cases, we do not have any idea of what it looks like. Even the Black and Scholes

---

\(^{10}\) Hull and White (1980) develop an analytical approximation for pricing European options on the square root stochastic volatility process that is quite accurate for small (and plausible) values of \(\sigma\). A jump-diffusion extension of this approximation was developed and used as an independent check on the option pricing formulas given below.

\(^{11}\) The foreign currency options traded on the Philadelphia Stock Exchange trade up through the Friday preceding the third Wednesday of the contract month—that Wednesday being the delivery date for the underlying currency. Given the delay between the last trading day and the delivery day, the correct Black and Scholes formula for PHLX European calls is

\[
c = e^{-rT + \Delta t} [FN(d_1) - XN(d_2)]
\]

where \(T\) is the time until the Friday preceding the third Wednesday, \(\Delta t = 5/365\) is the time between the last trading day and the delivery day, \(F\) is the forward price for currency delivered on the third Wednesday; \(d_1 = \ln(F/X) + \frac{1}{2} \sigma^2 T) / \sigma \sqrt{T}\); and \(d_2 = d_1 - \sigma \sqrt{T}\).
model has a distribution related to the error function, which is non-trivial to evaluate. When it comes to stochastic volatility models, the distribution function is unknown. The difficulty in evaluating $P_1$ and $P_2$ is responsible for a bias toward series solutions for pricing options.

Heston (1993) pointed out that it is much easier to solve for the moment generating functions associated with $P_1$ and $P_2$. Essentially one can view the moment generating function as a contingent claim to be solved using the standard contingent claims’ partial differential equation under relatively easy boundary conditions; details are in the Appendix. (The $P$’s also solve the equation—subject, however, to discontinuous boundary conditions that preclude easy solutions.) Once one has the moment generating function, there exist fast numerical procedures for evaluating $P_1$ and $P_2$. The resulting moment generating functions of $\ln(S_T/S_0)$ for the two probabilities $P_1$ and $P_2$ when exchange rates follow a combination stochastic volatility/jump-diffusion process are given by

\[
F_j(\Phi \mid V, T) \equiv \mathbb{E}[e^{\Phi \ln(S_T/S_0)} \mid P_j] \\
(\because j = 1, 2)
\]

\[
= \exp\{C_j(T; \Phi) + D_j(T; \Phi) V + \lambda^*(1 + \tilde{k}^*) \mu_j + 1/2 \times [(1 + \tilde{k}^*)^\phi e^{\delta(\mu_j + \phi^2/2)} - 1]\}
\]  

(8)

where

\[
C_j(T; \Phi) = \left(\beta - \lambda^* \tilde{k}^*\right) \Phi T - \frac{\alpha T}{\sigma_v^2} \left(\rho \sigma_v \Phi - \beta_j - \gamma_j \right)
\]

\[
- \frac{2 \sigma}{\sigma_v^2} \ln \left[1 + \frac{1}{2} \left(\rho \sigma_v \Phi - \beta_j - \gamma_j \right) \frac{1 - e^{\sigma_T}}{\sigma}\right].
\]

(9)

\[
D_j(T; \Phi) = -2 \Phi \frac{\mu_j \Phi + \frac{1}{2} \Phi^2}{\rho \sigma_v \Phi - \beta_j + \gamma_j \frac{1 + e^{\sigma_T}}{1 - e^{\sigma_T}}},
\]

\[
\gamma_j = \sqrt{(\rho \sigma_v \Phi - \beta_j)^2 - 2 \sigma_v \sigma_v (\mu_j \Phi + \frac{1}{2} \Phi^2)},
\]

(10)

\[
\mu_1 = +\frac{1}{2}, \mu_2 = -\frac{1}{2}, \beta_1 = \beta^* - \rho \sigma_v, \text{ and } \beta_2 = \beta^*.
\]

Given the above solutions for the moment generating functions, the relevant tail probabilities $F_j(\Phi \mid S_0, T) = \text{prob}^*(S_T e^{b \Delta t} > X \mid F_j)$ for evaluating PHLX options can be determined numerically via Fourier inversion of the complex-valued characteristic function $F_j(i \Phi \mid S_0, T)$:

\[
\text{prob}^*(S_T e^{b \Delta t} > X \mid F_j) = \frac{1}{2} + \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{F_j(i \Phi) e^{-i \Phi x}}{i \Phi} d\Phi,
\]

(12)

where $x \equiv \ln(X e^{-b \Delta t} / S_0)$ and $\Delta_t = 5/365$ is the lag between the last
trading day and the delivery day on PHLX options. By the properties of characteristic functions, the integral is real-valued and the probability can also be written as\(^\text{12}\)

\[
\text{prob}^* (S_T e^{b\Delta t} > X \mid F_t) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \frac{\text{imag}[F_2(i\Phi) e^{-i\Phi x}]}{\Phi} \, d\Phi.
\]

The probability density function of \(\ln(S_T/S_0)\) under the risk neutral probability measure has a similar form:

\[
p^*(z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F_2(i\Phi) e^{-i\Phi z} \, d\Phi = \frac{1}{\pi} \int_0^\infty \text{real}[F_2(i\Phi) e^{-i\Phi z}] \, d\Phi,
\]

where \(z = \ln(S_T/S_0)\).

The integrals in Equations (13) and (14) can be evaluated efficiently via Gaussian quadrature. A Gauss-Kronrod rule based on IMSL subroutine DQDNG that evaluated \(F_2(i\Phi)\) at up to 87 points over a truncated domain was found to be accurate to \(10^{-8}\) times the spot exchange rate (four orders of magnitude less than the minimum price change), except for extreme and implausible jump parameters.\(^\text{13}\) Since pricing call and put options of a common maturity and variance require the same values of \(F_2(i\Phi)\) regardless of the strike price/spot price ratio, enormous efficiency gains can be realized by evaluating all such options simultaneously.

The above procedure gives the price of a \textit{European} option as a function of state variables and parameters:

\[
c(S, V, T; X, \theta) = e^{-r(T + \Delta t)} [FP_1 - XP_2]
\]

for \(\theta = (\lambda^*, k^*, \delta, \alpha, \beta^*, \sigma_v, \rho)\). However, since the PHLX options on foreign currency are American, it is important, in principle, to take into account the extra value accruing from the ability to exercise the options prior to maturity. This study uses the constant-volatility analytic approximation from Bates (1991) for jump diffusions, modified for the 4 business day lag between early exercise of a PHLX option

\(^\text{12}\) The real part of \(F(i\Phi)\) is an even function of \(\Phi\), the imaginary part is an odd function. Inversion formulas are discussed in Kendall, Ord, and Stuart (1987, vol. 1, chap. 4).

\(^\text{13}\) Extreme values of \(\hat{k}\) (e.g., 30,000 percent) made \(F(i\Phi)\) highly oscillatory, and reduced accuracy to \(10^{-3} \times 5\), which is still an order of magnitude less than the minimum tick size. Accuracy was measured by comparing option prices with those evaluated to \(10^{-10}\) accuracy using IMSL's adaptive Gaussian quadrature subroutine DQDAGI for integrating functions over a semi-infinite domain.
and delivery of the underlying currency:

\[
P(S, V, T; X) \approx \begin{cases} 
P(S, V, T; X) + X A_1 \left( \frac{S/X}{X^*} \right)^{q_1} & \text{for } S/X \geq y_p^* \\ e^{-r\Delta t}(X - S e^{b\Delta t}) & \text{for } S/X < y_p^* \end{cases} \quad (16)
\]

\[
C(S, V, T; X) \approx \begin{cases} 
c(S, V, T; X) + X A_2 \left( \frac{S/X}{X^*} \right)^{q_1} & \text{for } S/X < y_c^* \\ e^{-r\Delta t}(S e^{b\Delta t} - X) & \text{for } S/X \geq y_c^* \end{cases} \quad (17)
\]

where \( \Delta t \) is the delivery lag on early exercise (4/365 if Monday, 6/365 otherwise);

\[
A_1 = e^{-r\Delta t}(1 - y_p^* e^{b\Delta t}) - p(y_p^*, V, T; 1); \\
A_2 = e^{-r\Delta t}(y_c^* e^{b\Delta t} - 1) - c(y_c^*, V, T; 1);
\]

\( q_1 \) and \( q_2 \) are the negative and positive roots to

\[
\frac{1}{2} \overline{V} q^2 + (b - \lambda^* \kappa^* - \frac{1}{2} \overline{V}) q - \frac{r}{1 - e^{-\gamma}} + \lambda^*[(1 + \kappa^*)e^{\frac{q(q-1)}{2}} - 1] = 0; \quad (18)
\]

\( \overline{V} \) is the expected average variance over the lifetime of the option conditional on no jumps:

\[
\overline{V} \equiv \frac{1}{T} \mathbb{E} \int_0^T V_t \, dt = \frac{\alpha}{\beta^*} + \left( V_0 - \frac{\alpha}{\beta^*} \right) \frac{1 - e^{-\beta^* T}}{\beta^* T}; \quad (19)
\]

\( y_p^* \), the critical spot price/strike price ratio for immediate exercise of puts, is given implicitly by

\[
e^{-r\Delta t}(1 - y_p^* e^{b\Delta t}) = p(y_p^*, V, T; 1) - \left( \frac{y_p^*}{q_1} \right) \left[ e^{(b-r)\Delta t} + p(y_p^*, V, T; 1) \right]; \quad (20)
\]

and \( y_c^* \), the critical spot price/strike price ratio for immediate exercise of calls, is given by

\[
e^{-r\Delta t}(y_c^* e^{b\Delta t} - 1) = c(y_c^*, V, T; 1) + \left( \frac{y_c^*}{q_2} \right) \left[ e^{(b-r)\Delta t} - c(y_c^*, V, T; 1) \right]. \quad (21)
\]

Strictly speaking, the approximations for the early exercise premiums were derived for constant-volatility jump diffusions. A comparison with option prices computed via finite-difference methods (see Table 1) revealed a maximal approximation error of around 0.01€/DM (one price tick) for in-the-money put options. The approximation error is substantially smaller for shorter-maturity put options and for puts with different strike prices. Approximation error is negligible for call options of all maturities considered, given U.S. interest rates substantially higher than German rates over most of the data sample.
Since the data set considered below consists predominantly of short-maturity at- and out-of-the-money options and contains relatively few in-the-money puts, approximation error in the put early exercise premium was not felt to be of major concern.

2. Estimation

2.1 Data
Transactions data for deutsche mark foreign currency options were obtained for January 1984 to June 1991 from the Philadelphia Stock Exchange. Prior to September 26, 1987, only options maturing in March, June, September, or December were traded, with contract specifications geared to the corresponding IMM foreign currency futures contracts in size (62,500 deutsche marks, half the size of the IMM futures contracts) and maturity (third Wednesday of the contract month). Trading in contracts maturing the nearest other two months began on September 27, 1987. The options are American, and could be exercised at any time up to and including the Saturday preceding the third Wednesday of the contract month.

Roughly 1 percent of the records mildly violated early exercise constraints, presumably due to measurement error in matching up the underlying futures price. Since discarding these data would bias upward average in-the-money option prices, influencing the implicit parameter estimation, these data were retained. There was also no attempt to weed out thinly traded option contracts, apart from the fact that those contracts by their nature received a low weighting in the regressions. A few obviously erroneous data (0.1 percent of the total data) were discarded.

Only a subset of the full data set was used in this study. First, only trades on Wednesdays were considered, yielding a weekly frequency panel data set. Daily sampling would place extreme demands on computer memory and time, and would involve issues of modeling day-of-the-week volatility effects that I do not wish to explore at this time. Second, only morning trades (9 A.M. to 12 P.M. EST) were considered—a trade-off between shortening the interval for greater synchronicity and lengthening it to get more observations.14 Third, only options with March/June/September/December maturities and with 6 months or less to maturity were used—for a maximum of two option maturities per day. The resulting data set consists of 19,689 transactions (11,952 calls; 7,737 puts) on 372 Wednesday mornings.

---

14 Fifty percent of the daily trades over the period 1984 to 1991 took place between 9 A.M. and 12 P.M. The greatest activity was between 9 A.M. and 10:30 A.M., when U.S. and European markets were open simultaneously.
Table 1
Prices of European and American put options in £/DM, evaluated by Fourier, finite-difference, and quadratic approximation methods

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Options</th>
<th>Strike prices (£/DM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha/\beta^* = .0225$, $\sigma_\epsilon = .15$, $p = 0$</td>
<td></td>
<td>38</td>
</tr>
<tr>
<td>$\lambda^* = k^* = \delta = 0$</td>
<td>$P_{\text{bouyer}}$</td>
<td>.374</td>
</tr>
<tr>
<td></td>
<td>$P_{\text{appr}}$</td>
<td>.581</td>
</tr>
<tr>
<td></td>
<td>$P_{PD}$</td>
<td>.379</td>
</tr>
<tr>
<td></td>
<td>$(P_{\text{appr}} - P_{PD})$</td>
<td>(.002)</td>
</tr>
<tr>
<td>$\alpha/\beta^* = .0225$, $\sigma_\epsilon = .15$, $p = 0$</td>
<td></td>
<td>575</td>
</tr>
<tr>
<td>$\lambda^* = k^* = \delta = 0$</td>
<td>$P_{\text{bouyer}}$</td>
<td>.583</td>
</tr>
<tr>
<td></td>
<td>$P_{\text{appr}}$</td>
<td>.582</td>
</tr>
<tr>
<td></td>
<td>$P_{PD}$</td>
<td>(.001)</td>
</tr>
<tr>
<td>$\alpha/\beta^* = .0225$, $\sigma_\epsilon = .30$, $p = 0$</td>
<td></td>
<td>369</td>
</tr>
<tr>
<td>$\lambda^* = k^* = \delta = 0$</td>
<td>$P_{\text{bouyer}}$</td>
<td>.376</td>
</tr>
<tr>
<td></td>
<td>$P_{\text{appr}}$</td>
<td>.374</td>
</tr>
<tr>
<td></td>
<td>$(P_{\text{appr}} - P_{PD})$</td>
<td>(.002)</td>
</tr>
<tr>
<td>$\alpha/\beta^* = .0225$, $\sigma_\epsilon = .15$, $p = .1$</td>
<td></td>
<td>369</td>
</tr>
<tr>
<td>$\lambda^* = k^* = \delta = 0$</td>
<td>$P_{\text{bouyer}}$</td>
<td>.375</td>
</tr>
<tr>
<td></td>
<td>$P_{\text{appr}}$</td>
<td>.373</td>
</tr>
<tr>
<td></td>
<td>$(P_{\text{appr}} - P_{PD})$</td>
<td>(.002)</td>
</tr>
<tr>
<td>$\alpha/\beta^* = .0125$, $\sigma_\epsilon = .20$, $p = 0$</td>
<td></td>
<td>356</td>
</tr>
<tr>
<td>$\lambda^* = 2$, $k^* = 0$, $\delta = .07$</td>
<td>$P_{\text{bouyer}}$</td>
<td>.565</td>
</tr>
<tr>
<td></td>
<td>$P_{\text{appr}}$</td>
<td>.360</td>
</tr>
<tr>
<td></td>
<td>$(P_{\text{appr}} - P_{PD})$</td>
<td>(.005)</td>
</tr>
</tbody>
</table>

Parameters: $S = 404$/DM, $T = .25$, $r = .08$, $b = .02$, $\beta^* = 4$.

Approximate American option prices ($P_{\text{appr}}$) were generated using Fourier European option prices plus a quadratic approximation for the early exercise premium, ignoring delivery lags ($\Delta t = \Delta q = 0$) for values in this table. Finite-difference American put option prices ($P_{PD}$) were evaluated using a bivariate explicit finite-difference method influenced by Omerberg (1988), with three-point "sharpened" Hermite and generalized Laguerre quadrature over ln(S) and $V$ lattice points, respectively. Jump-contingent expected values were evaluated by nine-point Hermite quadrature. Finite-difference American option prices were subsequently adjusted for observed biases in European prices using the control variate technique. Comparison of Fourier inversion and finite-difference European put option prices ($P_{\text{bouyer}}$ versus $P_{PD}$) indicated the finite-difference method was accurate to .0034/DM for the three-day time gap used. The minimum tick size for deutsche mark options is .0104/DM. Details of the finite-difference methodology are available from the author.
over the period January 4, 1984, to June 19, 1991; an average of 53 trades per morning. Not all Wednesdays are included, owing to data collection problems at the Philadelphia Stock Exchange during February 1985, November 1985, and September 1988.\footnote{An oddity of the Philadelphia Stock Exchange database is that prior to September 28, 1984, every record appears twice: The duplicate data were discarded.}

Other data needed in pricing foreign currency options include the underlying asset price, a risk-free discount rate, and the domestic/foreign interest rate differential. Transaction prices for IMM foreign currency futures were obtained from the Chicago Mercantile Exchange, and the nearest preceding futures price of comparable or shorter maturity was used as the underlying asset price—provided the lapsed time was less than 5 minutes. Otherwise the option record was discarded. The futures data appeared of higher quality than the Telerate time-stamped spot exchange rate quotes provided by the Philadelphia Stock Exchange. Daily 3-month Treasury bill yields were used for the risk-free discount rate. The daily domestic/foreign interest rate differential was inferred and interpolated from synchronously recorded spot rates and 1- and 3-month forward rates, using covered interest parity and adjusting for weekend and end-of-month effects on the maturity of the forward contract.\footnote{I am indebted to Sandy Grossman for providing the interest and exchange rate data.}

### 2.2 Unconstrained implicit parameter estimation methodology

Implicit parameters were initially estimated on the panel data set of call and put prices for all observed strike prices and at most two quarterly maturities on Wednesday mornings over the period January 4, 1984, to June 19, 1991. The option pricing residual was defined as

\[
e_{i,t} \equiv \left( \frac{O}{S} \right)_{i,t} - O \left( 1, V_t, T_{i,t}; \left( \frac{X}{S} \right)_{i,t}, \theta \right)
\]

where \( t \) is an index over 372 Wednesday mornings within the specified period; \( i \) is an index over transactions (calls and puts of assorted strike prices and at most two quarterly maturities) on a given Wednesday morning; \( (O/S)_{i,t} \) is the observed call or put option price/spot price ratio for a given transaction, using an implicit spot from a synchronous futures transaction; and \( O(\cdot) \) is the theoretical American option price/spot price ratio given the contractual terms of the option (call/put, time to maturity \( T_{i,t} \), strike price/spot price ratio \( (X/S)_{i,t} \)) and given Wednesday morning’s instantaneous variance \( V_t \), interest
rate \( r_t \) and interest differential \( b_t = r_t - r^*_t \), and the time-invariant parameters \( \theta \) of the model.

For the full stochastic volatility/jump-diffusion model, \( \theta \) was the set of jump and stochastic volatility parameters: \( \theta = (\lambda^*, \tilde{\kappa}^*, \delta, \alpha, \beta^*, \sigma_v, \rho) \). The following subcases of the general model were also estimated, in order to see which features of the generalized model were important in explaining option pricing deviations from benchmark Black-Scholes prices:

1. Black-Scholes model (BS), American option version, with the same implicit volatility for all maturities on a given day; estimated parameters: \( \{V_t\} \).

2. Deterministic volatility model (DV), allowing daily a downward or upward sloping term structure of implicit volatilities (depending on whether \( V_t \geq \alpha/\beta^* \)); estimated parameters: \( \{V_t\}, \alpha, \beta^* \).

3. Deterministic volatility/jump-diffusion model (DVJD), allowing implicit skewness and excess kurtosis inversely related to option maturity; estimated parameters: \( \{V_t\}, \lambda^*, \tilde{\kappa}^*, \delta, \alpha, \beta^* \).

4. Stochastic volatility model (SV), allowing skewness and excess kurtosis directly related to option maturity; estimated parameters: \( \{V_t\}, \alpha, \beta^*, \sigma_v, \rho \).

5. Stochastic volatility/jump-diffusion model (SVJD), allowing mixed maturity effects on skewness and excess kurtosis; estimated parameters: \( \{V_t\}, \lambda^*, \tilde{\kappa}^*, \delta, \alpha, \beta^*, \sigma_v, \rho \).

Note that the average Wednesday morning realizations of the instantaneous conditional variance \( \{V_t\} \) must also be estimated. Intradaily movements in spot variance were ignored in the estimation procedure.

The first three models are inherently \textit{ad hoc}, in that the restriction that the estimated realizations \( \{V_t\} \) be drawn from the postulated (degenerate) distribution has not been imposed and is obviously violated. Nonzero parameter estimates are being generated cross-sectionally off the observed moneyness and maturity biases of the option prices relative to Black-Scholes, and not off the time series properties of \( \{V_t\} \). The separate case in which \( V_t \) estimates are constrained by the postulated diffusion will be examined below.

Central to estimating implicit parameters is identifying why hypothesized and observed options transactions prices deviate. Bid-ask bounce in transactions with the market specialist suggests that residuals are independent to a first approximation, with moneyness- and maturity-related heteroskedasticity. Imperfect synchronization with the appropriate underlying futures prices equally suggests independent, heteroskedastic residuals. The pooling error introduced by using a common spot variance for all transactions on a given Wednesday morning introduces more complex intradaily serial and cross-correla-
tions in residuals that are beyond the scope of this article.

A major issue for implicit parameter estimation is, however, specification error. Any parsimonios time series model imposes a structure on option prices that can capture only some of the features of the true data-generating process. Specification error implies that option pricing residuals of comparable moneyness and maturity will be contemporaneously correlated, and serially correlated as well if the conditional risk-neutral distribution evolves gradually over time in fashions not captured by the model. Furthermore, no-arbitrage constraints on option prices imply contemporaneous correlations across residuals of different strike prices and maturities. For instance, put-call parity for the European component of American option prices implies positively correlated residuals between calls and puts of identical moneyness and maturity in the presence of specification error. Consequently, implicit parameter estimation via nonlinear ordinary least squares (NL-OLS) would yield misleadingly low estimated standard errors. A further problem when transactions data are used is that NL-OLS places too much weight on the substantially redundant information provided by heavily traded near-the-money options and virtually ignores the less actively traded in- and out-of-the-money options.17

Consequently, implicit parameters were estimated using a nonlinear generalized least squares (NL-GLS) methodology modeled on Engle and Mustafa (1992) that takes into account the heteroskedasticity, contemporaneous correlation, and serial correlation properties of option residuals. The residuals were sorted by call/put, maturity, and moneyness criteria into 40 groups,18 and were assumed to include both group-specific and idiosyncratic shocks:

\[
\begin{align*}
\epsilon_{i,t} &= \epsilon_{i,t-1} + \sigma_i \eta_{i,t} + \nu_{i,t} \\
\epsilon_{i,t-1} &= \rho_i \epsilon_{i,t-1} + \nu_{i,t-1}
\end{align*}
\]

for \( i \in G_t \)

where \( I \) is an index across the set of groups \( \{G_t\} \); \( \nu_{i,t} \) is a mean-zero, normally distributed shock term common to all option prices in group \( I \) at time \( t \), with \( E_{t-1} \nu_{i,t} = \Sigma \) for positive semidefinite \( \Sigma \); and \( \eta_{i,t} \sim N(0, 1) \) is an idiosyncratic shock to transaction \( i \) at time \( t \),

\[\text{83}\]

17 An earlier version of this article that used NL-OLS estimation appeared in December 1993 as NBER working paper no. 4596, under the same title. Estimates in that article differed substantially from those presented below, in two areas. First, the heavy weight on near-the-money options resulted in implicit jump parameter estimates that were statistically but not economically significant, and had little relevance for the volatility smile. Second, parameter estimation using options and time series data effectively gave extremely heavy weight to fitting the options, and downweighted time series plausibility.

18 The criteria were (1) whether the transaction involved a call or a put; (2) whether the quarterly maturity was short-term (roughly 0 to 3 months) or medium-term (3 to 6 months); and (3) which of 10 alternatives characterized the strike price/futures price ratio: < 0.94, [0.94, 0.96), [0.96, 0.98), [0.98, 0.99), [0.99, 1], [1, 1.01), [1.01, 1.02), [1.02, 1.04), [1.04, 1.06), or ≥ 1.06.
uncorrelated with \( u_{t,t} \).

The appropriate loss function for implicit parameter estimation is

\[
\max_{\{\nu_i, \theta\}} \ln L_{\text{options}} = \frac{1}{2} \sum_i -N_i \ln(2\pi) - \ln |\Omega_i| \] 
\[ - (\mathbf{e}_t - E_{t-1}\mathbf{e}_t)' \Omega_t^{-1}(\mathbf{e}_t - E_{t-1}\mathbf{e}_t) \]  

(24)

where \( \Omega_t \) is the covariance matrix for the vector of residuals \( e_t \) on a given day, given Equation (23). Since there can be up to 400 transactions per Wednesday morning, computational efficiency is substantially increased by using an orthogonalizing transformation for day- and group-specific residuals:

\[
\left\{ \begin{array}{l}
\hat{e}_{t,t} \equiv \frac{1}{N_{i,t}} \sum_{i=1}^{N_{i,t}} e_{t,i} & \text{for } e_{t,i} \in G_t \\
\hat{u}_{t,i} \equiv e_{t,i} - \hat{e}_{t,i}, & i = 1, \ldots, N_{i,t} - 1,
\end{array} \right.
\]  

(25)

where \( N_{i,t} \) is the number of transactions in group \( I \) on date \( t \). Under this transformation, Equation (24) can be rewritten as

\[
\max_{\{\nu_i, \theta\}} \ln L_{\text{options}} = C - \frac{1}{2} \sum_i \{N_i \ln(2\pi) + \ln |\mathbf{M}_i| \] 
\[ + (\nu_t - E_{t-1}\nu_t)' \mathbf{M}_t^{-1}(\nu_t - E_{t-1}\nu_t) \]  

(26)

where

\[
C \equiv \frac{1}{2} \sum_i \ln |\mathbf{M}_i| - \ln |\Omega_i| = \Sigma_i \Sigma_i \ln(\max(N_{i,t}, 1)) \text{ is a constant;}
\]

\[
\mathbf{\nu}_t' \equiv (\hat{\mathbf{e}}'_t, \mathbf{u}'_{1,t}, \ldots, \mathbf{u}'_{G_t,t});
\]

\[
\hat{\mathbf{e}}'_t = (\hat{e}_{1,t}, \ldots, \hat{e}_{G_t,t}) \text{ is the vector of group-average residuals;}
\]

\[
\mathbf{u}'_{1,t} = (u_{1,t}, \ldots, u_{N_{i,t}-1,t}) \text{ is the vector of deviations from group-average for group } I;
\]

\[
\mathbf{M}_t \equiv E_{t-1}(\mathbf{ \nu}_t - E_{t-1}\mathbf{ \nu}_t)(\mathbf{ \nu}_t - E_{t-1}\mathbf{ \nu}_t)' \text{ is the block-diagonal covariance matrix; and } G_t \leq 40 \text{ is the number of groups observed on date } t.
\]

\( \mathbf{M}_t^{-1} \) has a simple analytic form except for the group-average component, and involves inverting at most a 40 \( \times \) 40 positive definite matrix per day.\(^\text{19}\) The conditional expectation of \( \mathbf{ \nu}_t \) was computed using \( E_{t-1}\hat{e}_{t,t} = (\rho_t)^{n-1}\hat{e}_{t,t-n} \) and \( E_{t-1}\hat{u}_{t,t} = 0 \), where \( n \) is the number of weeks since the last Wednesday for which observations in group

\( \text{19} \) The diagonal terms of \( \{\Sigma_{ii}, \mathbf{a}_{ii} \}^{-1} \) for \( N_{ii} > 1 \) are \( 1/\sigma_{ii}^2 \), while the off-diagonal elements are \( 2/\sigma_{ii}^2 \). The diagonal terms of \( E_{t-1}(\mathbf{ \hat{e}}_t - E_{t-1}\mathbf{ \hat{e}}_t)(\mathbf{ \hat{e}}_t - E_{t-1}\mathbf{ \hat{e}}_t)' \) are \( \Sigma_{ii} + \sigma_{ii}^2/N_{ii} \), while the off-diagonal elements are \( \Sigma_{ij} \).
I were observed. For \( n > 4 \) the conditional expectation was set to zero.

Parameters were estimated via sequential maximization of Equation (26) over \( \{(V_t), \theta\} \) and \( \{(\Sigma), \{\sigma_t\}, \{\rho_t\}\} \), iterated to convergence, with assorted parameter transformations used to increase efficiency or to constrain the parameter space. Goldfeld, Quandt, and Trotter's quadratic hill-climbing method (GQOPT software, GRADX method) was used for estimating jump-diffusion parameters, while Powell and Davidon-Fletcher-Powell algorithms were used for estimating covariances and correlations. First and second derivatives of the loss function were computed numerically, coded to eliminate irrelevant computations. Estimates of implicit parameters on the full data set generally took 3 to 5 days on a dedicated Hewlett-Packard Apollo 735 workstation, depending upon which model was used.

2.3 Results

Several interesting features emerge from the estimates of the stochastic volatility/jump-diffusion model and assorted submodels shown in Table 2. The deterministic volatility (DV) model's relaxation of the Black-Scholes assumption of a flat term structure of implicit volatilities substantially improved the fit of 0- to 3-month near-the-money call and put options, by up to 0.015 percent of the underlying spot exchange rate (roughly one price tick). The fit for 3- to 6-month calls tended to worsen, by up to 0.005 percent, while mixed effects were observed for 3- to 6-month puts. The tendency for the term structure of implicit volatilities to be upward (downward) sloping for low (high) short-term implicit volatilities was qualitatively consistent with the postulated volatility mean reversion. NL-GLS estimates of the half-life of volatility shocks based essentially on the average slope of the term structure of implicit volatilities ranged from 6.4 to 10.6 months, depending on whether jumps were not or were included.

Allowing for skewed and/or leptokurtic distributions via the deterministic volatility/jump-diffusion (DVJD), stochastic volatility (SV),

---

20 In principle a better forecast can be constructed for missing observations \( (n > 1) \) based on covariances with other groups' average residuals. However, the constantly varying set of groups represented on any given day precluded this alternate approach.

21 The Cholesky factorization of \( \Sigma \) was estimated to ensure positive definite \( M \). Nonnegativity constraints on spot variances, \( 1 + \beta^\prime \delta, \alpha, \alpha/\beta^\prime \), and \( \sigma_t \), were imposed through log transformations, while \( |p| < 1 \) was imposed through an inverse cumulative normal transformation of \( \xi(1 + p) \). The major increase in estimation efficiency resulted from using the log of the minimum spot variance \( \min [V_t] + V_{\text{no}} \) instead of \( \lambda^* \) as one of the parameters, analogous to Bates (1991).

22 In particular, \( \partial (\ln L)/\partial V_t \), \( \partial^2 (\ln L)/\partial (V_t)^2 \), and \( \partial^2 (\ln L)/\partial V_t \partial \theta_t \) required perturbation of date \( t \) options only, with subsequent propagation effects given serial correlation. The cross-derivatives \( \partial^2 \text{SSE}/\partial V_t \partial V_s \) = 0 for \( |s - t| > 4 \) (given truncation of serial correlation effects after four lags), and required perturbing date \( s \) and date \( t \) options only for \( |s - t| \leq 4 \).
Table 2
Implicit parameter estimates for various models

<table>
<thead>
<tr>
<th>Model</th>
<th>$\lambda^*$</th>
<th>$\hat{k}^*$</th>
<th>$\delta$</th>
<th>$\sqrt{\nu_{msc}}$</th>
<th>$\alpha^*$</th>
<th>$\beta^*$</th>
<th>$\sigma_c$</th>
<th>$\rho$</th>
<th>$\sqrt{\beta^*}$</th>
<th>half-life (months)</th>
<th>$\ln L_{optima}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>120,345.89</td>
<td></td>
</tr>
<tr>
<td>DV</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.020</td>
<td>1.20</td>
<td>0</td>
<td>0</td>
<td>0.130</td>
<td>6.9</td>
<td>120,396.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.001)</td>
<td>(.001)</td>
<td></td>
<td></td>
<td>(.002)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DVJD</td>
<td>0.76</td>
<td>0.006</td>
<td>0.077</td>
<td>0.067</td>
<td>0.007</td>
<td>0.98</td>
<td>0</td>
<td>0</td>
<td>0.085</td>
<td>8.4</td>
<td>120,583.16</td>
</tr>
<tr>
<td></td>
<td>(.01)</td>
<td>(.000)</td>
<td>(.001)</td>
<td></td>
<td>(.001)</td>
<td>(.00)</td>
<td></td>
<td></td>
<td>(.003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SV</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.031</td>
<td>1.50</td>
<td>284</td>
<td>0.045</td>
<td>0.355</td>
<td>6.4</td>
<td>120,644.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(.001)</td>
<td>(.01)</td>
<td>(.005)</td>
<td>(.002)</td>
<td>(.002)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVJD</td>
<td>0.150</td>
<td>0.001</td>
<td>0.019</td>
<td>0.072</td>
<td>0.019</td>
<td>0.78</td>
<td>343</td>
<td>0.078</td>
<td>0.144</td>
<td>10.6</td>
<td>120,699.27</td>
</tr>
<tr>
<td></td>
<td>(1.21)</td>
<td>(0.00)</td>
<td>(0.01)</td>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.002)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Nonlinear generalized least squares estimates of the risk-neutral implicit stochastic volatility/jump-diffusion process

\[
\frac{dS}{S} = (b - \lambda^*k^*)dt + \sqrt{\nu} dZ^* + k^*dq^*
\]

\[
dV = (\alpha - \beta^*V)dt + \sigma_c\sqrt{dZ_c^*}
\]

\[
\cos(dZ^*, dZ_c^*) = \rho dt
\]

\[
\text{prob}(dq^* = 1) = \lambda^*dt, \ln(1 + k^*) \sim N(\ln(1 + \hat{k}^*) - \frac{1}{2}\delta^2, \delta^2)
\]

using data on 19,689 call and put prices with 0- to 3-month and 3- to 6-month quarterly maturities observed on 372 Wednesday mornings over January 4, 1984, to July 19, 1991. The 372 Wednesday morning realizations of the implicit spot variances were also estimated. All parameters in annualized units except the risk-neutral half-life (12 ln 2/$\beta^*$ of volatility shocks, which is in months. Standard errors are in parentheses. $\nu_{jump} = \lambda^*[\ln(1 + k^*) - \frac{1}{2}\delta^2 + \delta^2]$ is the instantaneous conditional variance per year attributable to jumps in the risk-neutral distribution. ($\alpha/\beta^*$) is the steady-state level per year towards which stochastic variance $V$, tends to revert.
and stochastic volatility-jump-diffusion (SVJD) specifications further improved the models' ability to fit option prices. The major impact was on in- and out-of-the-money 0- to 3-month call and put options, the fit for which improved by up to 0.015 percent. Slightly positive implicit skewness was estimated for all three models: positive correlation between exchange rate and volatility shocks and/or positive-mean jumps. Similarly, parameter estimates from all models (substantial jump components and/or substantially volatile volatility) implied substantial implicit excess kurtosis. Based on the relative fits of the nonnested DVIJD and SV models, the variation of higher implicit moments across different maturities is better characterized by the direct relationship implied by stochastic volatility models than by the strong inverse relationship characteristic of jump models.23

The estimated instantaneous conditional (or “spot”) variances \( V_{\text{jump}} + V_t \) were generally very close for all models, where \( V_{\text{jump}} = \lambda^* [\ln(1+k^*) - \frac{1}{2} \delta^2]^2 + \delta^2 \) is the (constant) variance per year attributable to jumps. However, the sample path for spot variance estimated under the SVJD model involved a reflection off the minimum value of \( V_{\text{jump}} = (0.072)^2 \) (see Figure 1), whereas the path estimated under the SV model never approached the reflecting barrier at \( V_t = 0 \). More comparable to standard Black-Scholes implicit variances is the expected average variance

\[
E\overline{V} = V_{\text{jump}} + u(T) V_t + [1 - u(T)] \frac{\alpha}{\beta^*}
\]  

(27)

for \( u(T) = (1 - e^{-\beta^* T}) / \beta^* T \in (0, 1) \). The expected average variance is a maturity-dependent weighted average of the spot variance \( V_{\text{jump}} + V_t \) and the steady-state variance \( V_{\text{jump}} + \alpha / \beta^* \). Given estimated slow mean reversion, the estimated expected average variance for 0- to 6-month options was close to the spot variance and is consequently not shown.

Despite the improved fit relative to Black-Scholes, the conditional standard errors of the stochastic volatility/jump-diffusion model shown in Table 3 are still large. Freely parameterized option pricing models involving daily parameter reestimation typically yield substantially lower overall root mean squared error, on the order of 0.04 percent of the underlying asset price; examples include the constrained cubic spline and Merton (1976) jump-diffusion models in Bates (1991, 1994). While \textit{ad hoc}, such models do satisfy option-specific, no-arbitrage constraints and therefore generate theoretically valid option prices

---

23 Bates (1994) finds that implicit excess kurtosis in DM and yen futures options tended to increase as option maturities decreased, but not as fast as predicted by Merton’s (1976) jump-diffusion model.
consistent with some underlying distribution. The implications are that specification error is large relative to other sources of error, and that the postulated model fails to capture major changes in implicit distributions over time.

Further evidence of parametric instability is revealed in implicit parameter estimates over two-year subsamples; see Table 4. The major problem is that the postulated one-factor model for expected average variances in Equation (27) fails to capture the evolution over time of the term structure of implicit volatilities across short-term (0 to 3 month) and medium-term (3 to 6 month) maturities. Whereas the term structure was essentially flat in 1984 to 1985, as indicated by a long half-life to volatility shocks, steeper term structures were observed in subsequent years. Evolutions in other moments were also observed; implicit distributions were substantially positively skewed over the period 1984 to 1987, but were essentially symmetric over the period 1988 to 1991. Substantial implicit excess kurtosis was present in all biannual subsamples.

Parameter instability explains the apparent puzzle in Table 3 that average pricing errors for short-term in-the-money calls and out-of-the-money puts diverge in sign, whereas put-call parity (for the European portion of the option prices) implies that the pricing errors should be comparable in sign and magnitude. The divergent average
<table>
<thead>
<tr>
<th>Moneyness ((X/F - 1))</th>
<th>Number of observations</th>
<th>Average errors</th>
<th>Conditional standard deviations</th>
<th>Number of observations</th>
<th>Average errors</th>
<th>Conditional standard deviations</th>
<th>Correlations</th>
<th>Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Contemp.</td>
<td>Lagged</td>
</tr>
<tr>
<td>Short-term (0-3 month) calls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; -6%</td>
<td>646</td>
<td>0.27%</td>
<td>0.48%</td>
<td>57</td>
<td>0.58</td>
<td>92</td>
<td>-0.02%</td>
<td>0.135%</td>
</tr>
<tr>
<td>[-6%, -4%]</td>
<td>1140</td>
<td>0.16%</td>
<td>0.95%</td>
<td>62</td>
<td>0.28</td>
<td>132</td>
<td>-0.001%</td>
<td>0.019%</td>
</tr>
<tr>
<td>[-4%, -2%]</td>
<td>1051</td>
<td>0.11%</td>
<td>0.70%</td>
<td>64</td>
<td>0.20</td>
<td>151</td>
<td>0.023%</td>
<td>0.110%</td>
</tr>
<tr>
<td>[-2%, 0%]</td>
<td>1151</td>
<td>0.13%</td>
<td>0.76%</td>
<td>70</td>
<td>0.10</td>
<td>283</td>
<td>0.003%</td>
<td>0.009%</td>
</tr>
<tr>
<td>[-1%, 0%]</td>
<td>1360</td>
<td>0.11%</td>
<td>0.85%</td>
<td>71</td>
<td>0.17</td>
<td>585</td>
<td>0.002%</td>
<td>0.079%</td>
</tr>
<tr>
<td>[0%, 1%]</td>
<td>1053</td>
<td>0.00%</td>
<td>1.00%</td>
<td>62</td>
<td>-0.03</td>
<td>920</td>
<td>0.04%</td>
<td>0.039%</td>
</tr>
<tr>
<td>[1%, 2%]</td>
<td>499</td>
<td>-0.00%</td>
<td>1.04%</td>
<td>49</td>
<td>0.18</td>
<td>911</td>
<td>0.027%</td>
<td>0.089%</td>
</tr>
<tr>
<td>[2%, 3%]</td>
<td>354</td>
<td>-0.00%</td>
<td>1.14%</td>
<td>46</td>
<td>0.18</td>
<td>788</td>
<td>0.022%</td>
<td>0.072%</td>
</tr>
<tr>
<td>[3%, 4%]</td>
<td>576</td>
<td>-0.00%</td>
<td>1.01%</td>
<td>42</td>
<td>0.43</td>
<td>939</td>
<td>0.024%</td>
<td>0.061%</td>
</tr>
<tr>
<td>&gt; 4%</td>
<td>534</td>
<td>-0.070%</td>
<td>0.115%</td>
<td>42</td>
<td>0.42</td>
<td>828</td>
<td>0.035%</td>
<td>0.047%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Moneyness ((X/F - 1))</th>
<th>Number of observations</th>
<th>Average errors</th>
<th>Conditional standard deviations</th>
<th>Number of observations</th>
<th>Average errors</th>
<th>Conditional standard deviations</th>
<th>Correlations</th>
<th>Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Contemp.</td>
<td>Lagged</td>
</tr>
<tr>
<td>Medium-term (3-6 month) calls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; -6%</td>
<td>492</td>
<td>-0.027%</td>
<td>0.76%</td>
<td>68</td>
<td>-0.25</td>
<td>38</td>
<td>-0.095%</td>
<td>0.124%</td>
</tr>
<tr>
<td>[-6%, -4%]</td>
<td>434</td>
<td>-0.009%</td>
<td>0.88%</td>
<td>75</td>
<td>0.00</td>
<td>29</td>
<td>-0.055%</td>
<td>0.100%</td>
</tr>
<tr>
<td>[-4%, -2%]</td>
<td>333</td>
<td>-0.009%</td>
<td>0.83%</td>
<td>57</td>
<td>0.07</td>
<td>41</td>
<td>-0.097%</td>
<td>0.115%</td>
</tr>
<tr>
<td>[-2%, 0%]</td>
<td>434</td>
<td>0.013%</td>
<td>0.86%</td>
<td>74</td>
<td>0.30</td>
<td>76</td>
<td>-0.019%</td>
<td>0.132%</td>
</tr>
<tr>
<td>[-1%, 0%]</td>
<td>476</td>
<td>-0.001%</td>
<td>0.94%</td>
<td>70</td>
<td>-0.05</td>
<td>175</td>
<td>-0.021%</td>
<td>0.120%</td>
</tr>
<tr>
<td>[0%, 1%]</td>
<td>414</td>
<td>-0.009%</td>
<td>0.94%</td>
<td>59</td>
<td>0.04</td>
<td>208</td>
<td>-0.099%</td>
<td>0.096%</td>
</tr>
<tr>
<td>[1%, 2%]</td>
<td>322</td>
<td>-0.015%</td>
<td>1.16%</td>
<td>59</td>
<td>0.07</td>
<td>271</td>
<td>0.001%</td>
<td>0.099%</td>
</tr>
<tr>
<td>[2%, 3%]</td>
<td>190</td>
<td>-0.046%</td>
<td>1.25%</td>
<td>73</td>
<td>-0.27</td>
<td>197</td>
<td>0.000%</td>
<td>0.087%</td>
</tr>
<tr>
<td>[3%, 4%]</td>
<td>237</td>
<td>-0.062%</td>
<td>1.25%</td>
<td>56</td>
<td>0.06</td>
<td>410</td>
<td>-0.011%</td>
<td>0.056%</td>
</tr>
<tr>
<td>&gt; 4%</td>
<td>276</td>
<td>-0.125%</td>
<td>1.60%</td>
<td>60</td>
<td>0.36</td>
<td>663</td>
<td>-0.003%</td>
<td>0.050%</td>
</tr>
</tbody>
</table>

Average errors (actual less estimated option prices) and standard deviations are expressed as a percentage of the underlying spot exchange rate. Values of .02% correspond roughly to 1 to 1\(\frac{1}{2}\) price ticks, or .000-0.015 C/DM. The group-specific conditional standard deviation for group \(I\) is \(\Sigma_{I} \times \sigma_{I}\)^\(1/2\), while the contemporaneous conditional correlation for residuals in group \(I\) is \(\Sigma_{I} \times \sigma_{I}'\). Contemporaneous correlations across groups are not shown for reasons of space, excepting the call/put correlations. For a given maturity and contract (call or put), correlations between residuals of different moneyness groups increased with proximity. Residuals from different maturities were typically negatively correlated.
Table 4
Subsample estimates for various models

<table>
<thead>
<tr>
<th>Model</th>
<th>( \lambda^* )</th>
<th>( \tilde{h} )</th>
<th>( \delta )</th>
<th>( \sqrt{\Theta_{\text{jump}}} )</th>
<th>( \alpha )</th>
<th>( \beta^* )</th>
<th>( \sigma_\nu )</th>
<th>( \rho )</th>
<th>( \sqrt{\Theta_\nu} )</th>
<th>half-life (months)</th>
<th>ln ( L_{\text{postest}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1984-1991</td>
<td>.051</td>
<td>1.50</td>
<td>.284</td>
<td>.045</td>
<td>.155</td>
<td>6.4</td>
<td>120,644.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1984-1985</td>
<td>.026</td>
<td>.68</td>
<td>.280</td>
<td>.071</td>
<td>.196</td>
<td>12.3</td>
<td>36,021.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1986-1987</td>
<td>.050</td>
<td>2.53</td>
<td>.319</td>
<td>.054</td>
<td>.140</td>
<td>5.5</td>
<td>39,813.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1988-1989</td>
<td>.074</td>
<td>4.87</td>
<td>.385</td>
<td>-.003</td>
<td>.123</td>
<td>1.7</td>
<td>25,524.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990-1991</td>
<td>.097</td>
<td>6.37</td>
<td>.424</td>
<td>-.012</td>
<td>.124</td>
<td>1.3</td>
<td>19,420.31</td>
<td></td>
<td></td>
<td></td>
<td>120,778.70</td>
</tr>
<tr>
<td>SVJD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1985-1991</td>
<td>15.01</td>
<td>-.001</td>
<td>.019</td>
<td>.072</td>
<td>.019</td>
<td>.78</td>
<td>.343</td>
<td>.078</td>
<td>.144</td>
<td>10.6</td>
<td>120,699.27</td>
</tr>
<tr>
<td>1986-1987</td>
<td>8.17</td>
<td>.001</td>
<td>.023</td>
<td>.067</td>
<td>.031</td>
<td>2.11</td>
<td>.552</td>
<td>.061</td>
<td>.120</td>
<td>5.9</td>
<td>39,827.03</td>
</tr>
<tr>
<td>1988-1989</td>
<td>11.28</td>
<td>-.001</td>
<td>.016</td>
<td>.053</td>
<td>.049</td>
<td>3.85</td>
<td>.416</td>
<td>.013</td>
<td>.112</td>
<td>2.2</td>
<td>25,537.86</td>
</tr>
<tr>
<td>1990-1991</td>
<td>5.10</td>
<td>-.003</td>
<td>.025</td>
<td>.056</td>
<td>.064</td>
<td>5.37</td>
<td>.416</td>
<td>.013</td>
<td>.109</td>
<td>1.5</td>
<td>19,426.11</td>
</tr>
</tbody>
</table>

For definition of parameters, see Table 2. Subsample implicit parameters were estimated using the covariance matrix from full-sample implicit parameter estimation. The hypothesis of parameter stability was strongly rejected (p-value less than 10^{-15}) for both the SV and SVJD models.
moneyness biases for calls versus puts reflects the fact that calls were relatively heavily traded in the first half of the 1984 to 1991 period, while puts were more heavily traded in the second half. Synchronous call and put residuals are typically comparable in sign and magnitude.

3. Tests of Consistency with the Underlying Time Series

3.1 Tests of consistency with the time series properties of implicit volatilities

As noted by Cox, Ingersoll, and Ross (1985), the transition density of \( y = 2c V_{t+\Delta t} \) conditional on \( V_t \) is noncentral \( \chi^2(4\alpha/\sigma_v^2, 2c V_t e^{-\beta \Delta t}) \), where \( c^{-1} = \frac{\gamma}{2} \sigma_v^2 (1 - e^{-\beta \Delta t})/\beta \) and \( \beta \) is the actual rate of mean reversion of the volatility process (as distinct from the risk-adjusted parameter \( \beta^* \)).

\[
p(y \mid V_t) = \frac{e^{-(y+\Lambda)/2}}{\Gamma(\nu/2 + f)} \sum_{j=0}^{\infty} \frac{(\nu/2 + j/2)^j}{\Gamma(j+1/2)} \left( \frac{\nu}{2} \right)^j, \tag{28}
\]

where \( \nu = 4\alpha/\sigma_v^2, \Lambda = 2c V_t e^{-\beta \Delta t} \), and \( \Gamma(\cdot) \) is the gamma function. However, the noncentral \( \chi^2 \) density function has infinite value at \( 2c V_{t+\Delta t} = 0 \) when the reflecting barrier is attainable \( (\nu/2 < 1) \), yielding nonsensical results when the sample path \( \{V_t\} \) is among the parameters to be estimated. Consequently, the applications below use the transition density of the monotonic transformation \( \ln(V_{t+\Delta t}) \), which has finite density everywhere:

\[
p(\ln V_{t+\Delta t} \mid V_t) = \frac{e^{-(e^{\nu/2} + \Lambda)(e^{\nu/2})/2}}{\Gamma(\nu/2 + f)} \sum_{j=0}^{\infty} \frac{(\nu/2 + j/2)^j}{\Gamma(j+1/2)} \left( \frac{\nu}{2} \right)^j, \tag{29}
\]

where \( e^{\nu} = 2c V_{t+\Delta t} \).

Maximum likelihood estimates of the parameters \( \{\alpha, \beta, \sigma_v\} \) using the time series of implicit instantaneous conditional volatilities \( \{V_t\} \) diverge substantially from the parameters \( \{\alpha, \beta^*, \sigma_v\} \) estimated cross-sectionally from option prices, as is shown in Table 5 (SV and SVJD models). In particular, the volatility of variance parameter \( \sigma_v \) implicit in option prices is substantially higher than the supposedly identical parameter estimated off the time series properties of \( \{V_t\} \). The parameters \( \alpha \) and \( \beta \) affecting the drift are estimated with less precision; nevertheless, there is a significant deviation.

Given noisy option prices, however, the above two-step estimation procedure does not constitute a formal test of the hypothesis of identical \( \{\alpha, \sigma_v\} \) parameters for option prices and time series. Under the assumptions that option residuals are appropriately modeled by Equation (23) and are independent of volatility realizations, the appropriate
Table 5
Unconstrained and constrained maximum likelihood estimates of stochastic volatility/jump-diffusion parameters

<table>
<thead>
<tr>
<th>Unconstrained implicit parameter estimation (SV)</th>
<th>( \lambda )</th>
<th>( \beta )</th>
<th>( \delta )</th>
<th>( \sqrt{\gamma_{\text{jump}}} )</th>
<th>( \alpha )</th>
<th>( \beta^* )</th>
<th>( \sigma )</th>
<th>( \rho )</th>
<th>( \sqrt{\alpha/\beta^*} )</th>
<th>Half-life (months)</th>
<th>( \ln L_{\text{options}} )</th>
<th>( \ln L_{V_{\lambda}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Options</td>
<td>.051</td>
<td>1.30</td>
<td>.285</td>
<td>.045</td>
<td>.155</td>
<td>6.4</td>
<td>.1</td>
<td></td>
<td>120,644.45</td>
<td></td>
<td></td>
<td>120,644.45</td>
</tr>
<tr>
<td>Resulting ( { V_{\lambda} } )</td>
<td>.058</td>
<td>3.55</td>
<td>.40</td>
<td>.128</td>
<td>2.3</td>
<td>162.91</td>
<td></td>
<td></td>
<td>120,807.36</td>
<td></td>
<td></td>
<td>120,807.36</td>
</tr>
<tr>
<td>Constrained estimation (SVC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120,557.97</td>
</tr>
<tr>
<td>Options</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120,557.97</td>
</tr>
<tr>
<td>( { V_{\lambda}^* } )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>174.84</td>
</tr>
<tr>
<td>( { V_{\lambda}^* } )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120,752.81</td>
</tr>
<tr>
<td>Unconstrained implicit parameter estimation (SVJD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120,699.27</td>
</tr>
<tr>
<td>Options</td>
<td>15.01</td>
<td>-.001</td>
<td>0.19</td>
<td>.072</td>
<td>.019</td>
<td>.78</td>
<td>.343</td>
<td>.078</td>
<td>.144</td>
<td>10.6</td>
<td></td>
<td>120,684.36</td>
</tr>
<tr>
<td>Resulting ( { V_{\lambda} } )</td>
<td>.001</td>
<td>.04</td>
<td>.168</td>
<td>.197</td>
<td>225.8</td>
<td></td>
<td></td>
<td></td>
<td>120,684.36</td>
<td></td>
<td></td>
<td>120,684.36</td>
</tr>
</tbody>
</table>
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Table 5
continued

<table>
<thead>
<tr>
<th>Jump parameters</th>
<th>Stochastic volatility parameters</th>
<th>Half-life</th>
<th>ln ( L_{\text{options}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda^* )</td>
<td>( k^* )</td>
<td>( \delta )</td>
<td>( \sqrt{\sigma_{\text{emp}}^2} )</td>
</tr>
<tr>
<td>Options</td>
<td>.55</td>
<td>-.004</td>
<td>.076</td>
</tr>
<tr>
<td>(( V_{17}^* ))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(( V_{17}^e ))</td>
<td>.044</td>
<td>.298</td>
<td>.112</td>
</tr>
</tbody>
</table>

For definition of parameters, see Table 2. Standard errors are in parentheses. \( \beta^* \) and \( \beta \) are the risk-neutral and actual rates of volatility mean reversion, estimated from options and time series data, respectively. SV/SVJD are the unconstrained estimates of the parameters (and spot variances) implicit in option prices, using the log likelihood function \( L_{\text{options}} \). The maximum likelihood parameter estimates (using \( L_{\text{options}} \)) of the stochastic volatility process followed by the resulting time series of implicit spot variances \( \{ V_t \} \) are also reported. SVC/SVJD are the constrained estimates of the parameters and (implicit spot variances) under the constraint \( \{ \alpha_r \} \) time series, using the log likelihood function \( L_{\text{options}} + L_{\text{17}} \). Imposition of parameter constraints across options and time series also affects (smooths) the estimated time series of implicit spot variances \( \{ V_t^e \} \). The maximum likelihood parameter estimates (using \( L_{\text{17}} \)) of the stochastic volatility process followed by the resulting time series of smoothed implicit spot variances \( \{ V_t^e \} \) are also reported for unconstrained \( \alpha \) and \( \sigma_r \).
loss function for testing hypotheses is

\[ \ln L(V_t, \theta, \beta) = \ln L_{\text{options}} + \ln L_{\{V_t\}} \]  

(30)

where \( \ln L_{\text{options}}(\{V_t\}, \theta) \) is the function of option pricing residuals given in Equation (26), and \( \ln L_{\{V_t\}} = \sum_i \ln p(\ln(2c V_t) | \alpha, \beta, \sigma_v; V_{t-1}) \) is the log-likelihood of an estimated \( \{V_t\} \) sample path given \( p(\cdot) \) from Equation (29).

The likelihood function was again estimated by sequential maximization over process and covariance parameters, iterated to convergence. The joint hypothesis of identical \( \{\alpha, \sigma_v\} \) parameters for options and time series was tested using a likelihood ratio test:

Unconstrained parameter estimates:
\[ \{\{V_t\}, \lambda^*, \tilde{k}^*, \delta, \alpha, \beta^*, \sigma_v, \rho\}_{\text{options}}, \{\alpha, \beta, \sigma_v\}_{\text{time series}} \]

Constrained parameter estimates:
\[ \{\{V_t\}, \lambda^*, \tilde{k}^*, \delta, \alpha, \beta, \beta^*, \sigma_v, \rho\}_{\text{options \& time series}} \]

The effects of imposing the constraint that spot variance estimates be plausible are shown in Table 5, models SVC and SVJDC, and in Figure 2. Constraining the volatility process brought the volatility of variance parameter \( \sigma_v \) more in line with the time series behavior of \( \{V^n_t\} \), and smoothed the estimated sample paths of \( \{V^n_t\} \). In fact, constrained estimation actually increased the joint log-likelihood of the stochastic volatility/jump-diffusion model. The unconstrained \( \{V_t\} \) sample path estimated from options (SVJD model) without regard for time series plausibility was in fact highly unlikely for low (and low-volatility) values of \( V_t \), for which transition densities were nearly degenerate.

Nevertheless, both the stochastic volatility and the stochastic volatility/jump-diffusion models indicate substantial inconsistency between option prices and the underlying implicit volatility process. The constraint of identical \( \{\alpha, \sigma_v\} \) parameters in the options and resulting \( \{V_t\} \) time series data for the SV model is strongly rejected, based on two criteria: (1) the worsening of the joint log-likelihood (120,733 \textit{versus} 120,807—\( p \)-value < \( 10^{-16} \)); and (2) the inconsistency of the constrained \( \{V^n_t\} \) implicit parameters \( \{\alpha, \sigma_v\} \) and the constrained sample path \( \{V^n_t\} \) (log-likelihood 243 \textit{versus} 175—\( p \)-value < \( 10^{-16} \)). The latter criterion also yields rejection of the SVJDC model (log-likelihood of 225 \textit{versus} 215—\( p \)-value = 6 \times 10^{-5}). A comparison of the SVC and SVJDC models indicates that the implicit jump component continues to be strongly significant (\( p \)-value < \( 10^{-16} \)).

The rejections indicate that the stochastic volatility model is consistent with the "volatility smile" evidence of implicit leptokurtosis only for extreme and implausible levels of the volatility of variance. The implausibility of the high \( \sigma_v \) estimated under the SV model is
Figure 2
Unconstrained and constrained spot volatilities implicit in deutsche mark options, 1984–1991
Spot volatilities were estimated using the stochastic volatility/jump-diffusion model. Constrained estimates involved likelihood-based endogenous smoothing that reflected estimated volatility process parameters.

particularly evident when one compares the unconditional gamma distribution of \{V_t\} implicit in option prices with the sample distribution of \{V_t\} (Figure 3). A high volatility of variance implies frequent reflections off zero and substantial clustering of implicit instantaneous variances near 0, contrary to what is observed. The SVJDC model by contrast is more compatible with a plausible stochastic variance process, and attributes the implicit leptokurtosis to a jump component of substantial amplitude and biannual frequency similar to that estimated for the deterministic volatility/jump-diffusion model in Table 2.

Previous studies have argued that the term structure of implicit volatilities is inconsistent with the time series properties of implicit volatilities.24 Particular attention has been drawn to the discrepancy between the long half-life to volatility shocks implicit in the term structure of implicit volatilities relative to observed faster mean reversion in implicit volatilities. In this model, the term structure of implicit expected average variances for 0- to 3-month versus 3- to 6-month options depends on the parameters $\alpha$ and $\beta^*$; see Equation (27). Since the expected average variance is roughly the implicit variance from

24 Stein (1989) makes this argument with regard to implicit volatilities from S&P 100 options, while Campa and Chang (1995) examine interbank foreign currency options.
the Black-Scholes model, the question is whether the \((\alpha, \beta^*)\) parameters implicit in option prices are consistent with the \((\alpha, \beta)\) parameters estimated from the AR(1) time series model for implicit variances.

The two sets of parameters do in fact diverge in unconstrained parameter estimation. However, the parameters can in principle diverge because of a volatility risk premium. Furthermore, the subsample estimates reported in Table 4 suggest that the full-sample estimates of \((\alpha, \beta^*)\) were heavily influenced by the unusual term structure of implicit spot variances during the 1984 to 1985 period. Subsequent subsample estimates from 1986 to 1991 appear more compatible with the time series behavior of spot implicit variances in terms of the steady-state level and the rate of reversion toward that level.

### 3.2 Tests of consistency with the time series properties of futures prices

A further test of the stochastic volatility and stochastic volatility/jump-diffusion models is their consistency or inconsistence with observed realizations of exchange rates and foreign currency futures prices. To examine this, the actual (as opposed to risk-neutral) futures price

---

25 In principle, there are Jensen's inequality biases relevant to the choice of implicit volatilities versus implicit variances and to the choice of the moneyness of the options used in computing implicit volatilities. These biases do not appear empirically important for plausible \(\sigma\), and jump parameters.
process was parameterized as follows:

\[
\begin{aligned}
    dF/F &= [c_0 + c_1(r_t - r^*_t) + c_v V_t - \lambda \tilde{k}] dt + \sqrt{V_t} dZ + k dq \\
    dV &= (\alpha - \beta V) dt + \sigma_v \sqrt{V} dZ_v \\
    \text{cov}(dZ, dZ_v) &= \rho \, dt \\
    \text{prob}(dq = 1) &= \lambda \, dt, \quad \ln(1 + k) \sim N(\ln(1 + \tilde{k}) - \frac{1}{2} \delta^2, \delta^2).
\end{aligned}
\]  

The inclusion of interest differentials in the instantaneous conditional mean nests two alternative hypotheses: that the futures price follows a martingale \((c_0 = c_1 = c_v = 0)\), and that the underlying spot exchange rate follows a martingale \((c_0 = c_v = 0, c_1 = -1)\). The inclusion of the instantaneous variance allows for instantaneous "GARCH-in-mean" interactions between volatility and the futures price, although higher moments are also affected in discrete time. The resulting probability density of the log-differenced futures price \textit{conditional} on instantaneous variance \(V_t\)

\[
p\left[ \ln \left( \frac{F_t}{F_{n-1}} \right) \; | \; V_{n-1} \right] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp \left\{ C(i\Phi, \Delta t_n) + D(i\Phi, \Delta t_n) V_{n-1} \right. \\
+ \lambda \Delta t_n (1 + \tilde{k})^i e^{-\delta (\Phi^2 + i \Phi)/2} - 1 \\
- \left. i \Phi \ln(F_n/F_{n-1}) \right\} d\Phi
\]

where

\[
C(\Phi; \Delta t) = [c_0 + c_1(r_t - r^*_t) - \lambda \tilde{k}]\Phi \Delta t - \frac{\alpha \Delta t}{\sigma^2_v} (\rho \sigma_v \Phi - \beta - \gamma) \\
- \frac{2\alpha}{\sigma^2_v} \ln \left[ 1 + \frac{1}{2} (\rho \sigma_v \Phi - \beta - \gamma) e^{\sigma^2_v \Delta t} \right]
\]

\[
D(\Phi, \Delta t) = -\frac{2(c_v - 1/2) \Phi - \Phi^2}{\rho \sigma_v \Phi - \beta + \gamma \frac{1 + e^{\sigma^2_v \Delta t}}{1 - e^{\sigma^2_v \Delta t}}}
\]

\[
\gamma = \sqrt{(\rho \sigma_v \Phi - \beta)^2 - 2\sigma^2_v \frac{1}{2} \Phi^2 + (c_v - 1/2) \Phi}.
\]

The log-likelihood function is therefore

\[
\ln L_{\Phi} = \sum_n \ln p\left[ \ln \left( \frac{F_n}{F_{n-1}} \right) \; | \; V_{n-1} \right].
\]

The stochastic volatility parameters \(\{\alpha, \sigma_v, \rho\}\), the jump variance \(\delta^2\), and the set of instantaneous variance realizations \(\{V_t\}\) should theoretically be common to both the option prices and the futures price process. To test for bias in implicit variance forecasts, however, the
instantaneous variance was modeled as a linear transform of the instantaneous variance realization implicit in option prices:

\[ V_i = c t_{b0} + c t_{b1} V_{i \text{options}}, \quad c t_{b0} \geq 0 \]  

(37)

where the coefficients \( c t_{b0} \) and \( c t_{b1} \) were estimated. The actual (as opposed to risk-neutral) jump parameters were also estimated, as were the influences of interest differentials and instantaneous volatility. Since option prices provide no direct information about the true rate of variance mean reversion, \( \beta \) was initially treated as a free parameter to be estimated from futures data. Parameters were estimated, first treating jump volatility \( \delta \) as a free parameter, and subsequently constraining it to the value implicit in option prices. The former is more comparable methodologically with time series studies such as Akgiray and Booth (1988) and Jorion (1988), who have found high-frequency, low-amplitude exchange rate jump components of little significance for 1- to 6-month option prices. Estimation of the latter constrains jump amplitudes to values relevant at typical option maturities, permits explicit testing of that constraint, and is of course theoretically correct.

The futures data were short-maturity (typically 0 to 3 month) noon quotes on Wednesdays for which there were options data available. The typical time interval was 1 week, although there were five occasions in which missing options data resulted in a longer time interval. To avoid maturity shifts, the futures contract maturity was the shortest maturity such that futures contracts with identical delivery dates existed at the next available Wednesday.\(^{26}\) One-month Eurocurrency interest rates were used for the interest differential.

Maximum-likelihood estimates of the parameters are presented in Table 6A. As has been found elsewhere, estimates of the conditional mean suggest that it is the spot exchange rate rather than the futures price that follows a martingale, although neither hypothesis can be rejected in this single-currency regression.\(^{27}\) No statistically significant jump component was found. The hypothesis that implicit volatilities provide no useful information in forecasting future volatilities was strongly rejected for \( \{ V_{i \text{options}} \} \) sample paths estimated from both the

\(^{26}\) For example, June 1984 options on March 5, 1984, were used to predict the March 1984 futures price transition from March 5 to March 12. On March 12, June 1984 options were used to predict the June 1984 futures price transition from March 12 to March 19.

\(^{27}\) See Hodrick (1987) and Froot and Thaler (1990) for surveys of the extensive literature on rejections of uncovered interest parity, which is equivalent to rejection of the hypothesis that the futures price follows a martingale. The strongest rejections of uncovered interest parity have been within a multicurrency framework (e.g., Hsieh (1984)).
SV and SVJD models. Whether the implicit spot variance was an *unbiased* assessment of spot variance for forming future volatility forecasts (typically over a 1-week holding period) was more ambiguous. However, implicit variances were definitely closer to unbiased forecasters of future volatility than implicit volatilities from stock and stock index options. Scott (1992) and Bates (1994) also find near unbiasedness for implicit volatilities from deutsche mark spot and futures options, respectively.

The future price process was also estimated conditional on the constrained \( \{[V_t], \alpha, \beta, \sigma_v, \rho\} \) stochastic volatility parameter estimates from Table 5—that is, using time series properties of implicit volatilities to constrain \( \beta \) to "plausible" levels. Using smoothed instantaneous variances \( \{V_t\} \) and associated implicit parameters had relatively little impact on forecasts of the future distribution of log-differenced futures prices, as indicated by essentially unchanged log likelihoods (Table 6B). The implicit variances still had substantial informational content; the hypothesis of unbiasedness could not be rejected for the constrained stochastic volatility model, but was borderline significant for the constrained SVJDC models.

The constrained SVJDC model differs predominantly from the unconstrained SV and SVJD models in its attribution of the volatility smile to an infrequent substantial jump component. It is, however, difficult to test the plausibility of these parameters on a 7.5-year database, given the jump diffusion model lacks power. The hypothesis of no jumps is as plausible (\( p \)-value of 0.117) as the hypothesis that jump standard deviations \( \delta \) are of the magnitude implicit in option prices (\( p \)-value of 0.121). The point estimates reflect the fact that one jump was in fact observed over the 1984 to 1991 period: an 8% DM appreciation “outlier” during the week including the Plaza Agreement (September 18–25, 1985). Furthermore, subsample estimates over the 1984 to 1985 period indicate that option prices anticipated a jump. While unlikely that only one jump would be observed over 7.5 years given the biannual frequency implicit in option prices, the actual jump frequency \( \lambda \) can in principle deviate from the implicit jump frequency \( \lambda^* \) either because of a jump risk premium, or because of the maturity mismatch.

---


29 Scott (1992) also finds near unbiasedness for PHLX pound and Swiss franc implicit volatilities, but finds that yen implicit variances are bad forecasters. The last result is also true for implicit volatilities from yen futures options [Bates (1994)].

30 Further corroborative evidence of this anticipation is in the moneyness biases observed by Bodintha and Guourtadon (1987). See also Bates (1994) for related evidence in deutsche mark futures options.
Table 6
Maximum likelihood estimates of the $/DM futures price process **conditional** on parameters and instantaneous conditional variances implicit in options prices

<table>
<thead>
<tr>
<th>Model</th>
<th>( \lambda )</th>
<th>( \tilde{k} )</th>
<th>( \hat{\delta} )</th>
<th>( \sqrt{V_{jump}} )</th>
<th>( \beta )</th>
<th>( c_0 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( c_4 )</th>
<th>( c_5 )</th>
<th>( \ln L_{T1} )</th>
<th>( \rho )-values</th>
<th>( c_{10} = 0 )</th>
<th>( c_{11} = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SV</td>
<td>1.18</td>
<td>-1.54</td>
<td>-3.10</td>
<td>16.1</td>
<td>0.052</td>
<td>0.07</td>
<td>0.0023</td>
<td>0.165</td>
<td>987.26</td>
<td>0.668</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.077)</td>
<td>(1.149)</td>
<td>(1.54)</td>
<td>(8.9)</td>
<td>(0.023)</td>
<td>0.006</td>
<td>0.0017</td>
<td>0.246</td>
<td>987.78</td>
<td>0.670</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVJD</td>
<td>0.25</td>
<td>0.55</td>
<td>0.02</td>
<td>0.27</td>
<td>0.92</td>
<td>-0.15</td>
<td>-0.96</td>
<td>16.4</td>
<td>0.086</td>
<td>0.009</td>
<td>0.011</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.36)</td>
<td>(0.24)</td>
<td>(0.20)</td>
<td>(0.17)</td>
<td>(0.91)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td>(1.4)</td>
<td>0.0017</td>
<td>0.246</td>
<td>987.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVJD</td>
<td>0.35</td>
<td>0.43</td>
<td>0.19</td>
<td>0.27</td>
<td>0.77</td>
<td>-1.57</td>
<td>-1.95</td>
<td>17.0</td>
<td>0.086</td>
<td>0.596</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.78)</td>
<td>(0.51)</td>
<td>(0.19)</td>
<td>(0.19)</td>
<td>(0.96)</td>
<td>(2.11)</td>
<td>(1.5)</td>
<td>(2.4)</td>
<td>0.0017</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Estimates using constrained implicit \((V_{IC}(\lambda))\), \( \beta \), \( \sigma \), \( \rho \) from Table 5, SVC and SVJDC models

<table>
<thead>
<tr>
<th>Model</th>
<th>( \beta )</th>
<th>( c_0 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( c_4 )</th>
<th>( c_5 )</th>
<th>( \ln L_{T1} )</th>
<th>( \rho )-values</th>
<th>( c_{10} = 0 )</th>
<th>( c_{11} = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SV</td>
<td>.721</td>
<td>-2.01</td>
<td>-1.90</td>
<td>19.0</td>
<td>0.040</td>
<td>0.683</td>
<td>987.06</td>
<td>0.323</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.191)</td>
<td>(.12)</td>
<td>(.12)</td>
<td>(.029)</td>
<td>(.206)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVJD</td>
<td>.81</td>
<td>-1.88</td>
<td>-1.85</td>
<td>19.2</td>
<td>0.051</td>
<td>0.628</td>
<td>988.18</td>
<td>0.135</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.40)</td>
<td>(.319)</td>
<td>(.032)</td>
<td>(.14)</td>
<td>(.220)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVJD</td>
<td>.12</td>
<td>0.040</td>
<td>0.076</td>
<td>0.29</td>
<td>0.717</td>
<td>1.89</td>
<td>19.1</td>
<td>0.105</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.48)</td>
<td>(.103)</td>
<td>(.058)</td>
<td>(.213)</td>
<td>(.47)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Wednesday noon quotes of 0- to 3-month futures contracts, January 4, 1984, to July 19, 1991, on Wednesdays for which corresponding options data existed. The futures maturity was the shortest maturity that did not involve a maturity shift. Futures price evolution between observations was assumed of the form

\[
\begin{align*}
    dF/F &= \left(c_0 + c_1 (\nu_r - \nu^*) + c_2 V_r - \lambda \delta dt + \sqrt{V_r} dZ + k dq \\
    dV &= (\alpha - \beta V) dt + \sigma \sqrt{V} dZ_r, \\
    \text{cor}(dF/F, dV) &= \rho e, V dt \\
    \text{prob}(dq) &= \lambda dt; \ln(1 + k) \sim N \left[ \ln(1 + \tilde{k}) - \frac{1}{2} \delta^2, \delta^2 \right]
\end{align*}
\]

with an initial instantaneous conditional variance of \( V_r = c_{10} + c_{11} V_{IC} \) for \( c_{10}, c_{11} \geq 0 \). Imposing the no-jumps \((\lambda = 0)\) constraint on the SVJD and SVJDC models yielded log likelihoods of 987.33 and 986.95, respectively, with associated \( \rho \)-values of .543 and .117. Imposing the \( \delta = \delta_{IC} \) constraint on the SVJD and SVJDC models had associated \( \rho \)-values of .539 and .121, respectively.

\(^1\) Parameter constrained to the corresponding value from Table 5.
between the 0- to 6-month option maturities and the predominantly weekly holding period of the log-differenced futures prices.

The absence of a statistically significant jump component in the $/DM futures price over the period 1984 to 1991 is inconsistent with previous time series studies of the $/DM exchange rate. Akgiray and Booth (1988) and Jorion (1988) both found statistically significant jump components, while Bollerslev, Chou, and Kroner (1992) cite other studies that have found fat-tailed residuals in the $/DM exchange rate even after adjusting for ARCH/GARCH effects. However, Table 7 indicates that the distribution of the $/DM exchange rate has changed, with less excess kurtosis for weekly returns over the 1984 to 1991 period than was the case from 1974 to 1985. Furthermore, the estimated unconditional skewness and excess kurtosis were entirely attributable to the single Plaza Agreement outlier.

4. Summary and Conclusions

This article has generated model-specific estimates of the distributions implicit in deutsche mark options, and has tested the compatibility of those distributions with the distributions estimated from time series of implicit volatilities and $/DM futures prices. There was substantial qualitative agreement between implicit and time series-based distributions, most notably with regard to implicit volatilities as forecasts of future volatility. The volatility smile evidence of implicit excess kurtosis could be explained by the stochastic volatility model only under
parameters that were implausible given the time series properties of implicit volatilities. By contrast, the attribution of the implicit excess kurtosis to fears of infrequent substantial jumps yielded plausible implicit jump parameters that were substantially consistent with the 8 percent jump in the $/DM exchange rate observed during the week of the Plaza Agreement. Given a fundamental lack of power when testing for infrequent substantial jumps using time series data, however, the hypothesis of no jumps was as plausible as the hypothesis that jump magnitudes matched those implicit in option prices.

Specific deficiencies of the postulated stochastic volatility/jump-diffusion model were also noted, suggesting potential areas of improvement for the next generation of models. The major issue is parameter instability—most notably with regard to the term structure of implicit volatilities. The postulated one-factor model for expected average variances does a poor job in capturing the evolution over time of implicit volatilities from multiple option maturities. There is therefore substantial scope for improvement from using multifactor rather than single-factor models of stochastic volatility. Evolution in implicit skewness is also apparent, from substantially positive over the period 1984 to 1987 to essentially zero over the period 1988 to 1991. By contrast, the implicit excess kurtosis underlying the volatility smile has been a persistent feature in all subsamples. Identification of alternate fat-tailed distributions that better match the profile of excess kurtosis across different option maturities is also desirable.

The extensions proposed above are premised on the presumed existence of a stable data-generating process underlying observed exchange rates and option prices. This assumption of stability is driven by econometric necessity rather than a priori reasoning; there is no reason to believe market participants do in fact maintain the same conditional distributions regarding future exchange rate realizations. The evidence of parameter instability suggests that option pricing models based solely on more and more complicated descriptions of the underlying asset price process may ultimately face the same limitations as their corresponding discrete-time ARCH/GARCH counterparts. The ultimate research agenda may therefore be to identify those omitted "fundamentals" that are showing up as parameter shifts in current option pricing models.

Appendix

Analytical solutions for moment generating functions
As noted above, the price of a European call can be written as

\[ c = e^{-rT}(FP_1 - XP_2) \]  \hspace{2cm} (A1)
where $F = E^*(S_T) = S_0e^{bT}$ is the forward price on the asset; $P_2 = \text{prob}^*(S_T > X)$ is one minus the risk-neutral distribution function; and $P_1 = \int_{S_T}^{\infty} [E^*(S_T)/E^*(S_T)] p^*(S_T) dS_T$ is also a probability.

The moment generating function $F_2(\Phi \mid s_0, V_0, T)$ associated with the log of the terminal asset price $S_T \equiv \ln(S_T)$ under the risk-neutral probability measure,

$$F_2(\Phi \mid s_0, V_0, T) \equiv E^* e^{\Phi S_T} = e^{-rT} E^*[e^{\Phi T} e^{\Phi S_T}],$$

(A2)

can be viewed as the current price of a contingent claim that pays off $e^{\Phi T + \Phi S_T}$ at time $T$. The price of a related contingent claim $G(x, V_0, T; \Phi)$ that pays off $e^{\Phi s}$ must satisfy the standard condition for contingent claims prices:

$$E^* dG = rG dt.$$  

(A3)

Since $G = e^{-rT}F_2$, a simple transformation of variables indicates that $F_2$ must solve the related condition $E^*dF_2 = 0$. For the stochastic volatility/jump-diffusion process considered above, this implies that $F_2$ solves

$$-F_T + (b - \lambda^* \tilde{k}^* - \frac{1}{2} V)F_s + (\alpha - \beta^* V)F_V$$

$$+ \frac{1}{2} V(F_{ss} + 2\rho \sigma_s F_{sV} + \sigma_v^2 F_{VV})$$

$$+ \lambda^* E[F(s + \gamma^* V) - F] = 0$$

(A4)

$$\gamma^* \equiv \ln(1 + \tilde{k}^*) \sim N(\ln(1 + \tilde{k}^*) - \frac{1}{2}\delta^2, \delta^2),$$

subject to the moment generating function boundary condition

$$F_2|_{T=0} = e^{\Phi s}.$$  

(A5)

A related problem is discussed in Ingersoll (1987, chap. 18) with regard to pricing bonds. Using a similar methodology, the solution is

$$F_2(\Phi; s_0, V_0, T) = \exp(\Phi s_0 + C_2(T; \Phi) + D_2(T; \Phi) V_0$$

$$+ \lambda^* T[(1 + \tilde{k}^*) \Phi e^{\frac{1}{2} \delta^2 (\Phi^2 - \Phi)} - 1])$$.  

(A6)

$C_2$ and $D_2$ solve two ordinary differential equations,

$$D_T = \frac{1}{2} \sigma_v^2 D^2 + (\rho \sigma_v \Phi - \beta^* )D + \frac{1}{2} (\Phi^2 - \Phi), \ D|_{T=0} = 0$$

(A7)

$$C_T = (b - \lambda^* \tilde{k}^*) \Phi + \alpha D, \ \ C|_{T=0} = 0$$

(A8)
and have the solutions
\[ C_2(T; \Phi) = (b - \lambda^* \tilde{k}^*) \Phi \frac{\alpha^T}{\sigma^2_v} (\rho \sigma_v \Phi - \beta^* - \gamma_2) \]
\[ -\frac{2\alpha}{\sigma^2_v} \ln \left[ 1 + \frac{1}{2} (\rho \sigma_v \Phi - \beta^* - \gamma_2) \frac{1 - e^{\rho \sigma_v T}}{\gamma_2} \right] \]  
(A9)
\[ D_2(T; \Phi) = \frac{\Phi - \Phi^2}{\rho \sigma_v \Phi - \beta^* + \gamma_2 \frac{1 + e^{\rho \sigma_v T}}{1 - e^{\rho \sigma_v T}}} \]  
(A10)
where
\[ \gamma_2 = \sqrt{(\rho \sigma_v \Phi - \beta^*)^2 + \sigma^2_v (\Phi - \Phi^2)}. \]  
(A11)

Solving for \( P_1 = \int_X \left[ S_T/E^*(S_T) \right] p^*(S_T) dS_T \) is slightly trickier because it is not the probability function of the risk-neutral probability measure. However,
\[ G = e^{-rT} FP_1 = Se^{(b-r)T} P_1 \]  
(A12)
is the price of a contingent claim that pays off \( S_T \) at time \( T \) conditional on \( S_T > X \), and 0 otherwise. Consequently, \( G \) solves the standard condition of Equation (A3). Since
\[ \frac{dG}{G} = -(b - r) dt + \frac{dS}{S} + \frac{dP}{P} + \left( \frac{dS}{S} \right) \left( \frac{dP}{P} \right) \]  
(A13)
and \( E^*(dS/S) = bSdt, \) \( P_1 \) must satisfy
\[ E^* \left[ \frac{dP}{P} + \frac{dS}{S} \frac{dP}{P} \right] = 0. \]  
(A14)
Writing \( P_1 = P_1(s, V, T) \) as a function of the log of the asset price and using Equation (A14) yields the integro-differential equation
\[-P_T + \left( b - \lambda^* \tilde{k}^* + \frac{1}{2} V \right) P_s + (\alpha - \beta^* V + \rho \sigma_v V) P_V \]
\[ + \frac{1}{2} V (P_{ss} + 2 \rho \sigma_s P_{sV} + \sigma^2_v P_{VV}) \]
\[ + \lambda^* E[e^{\rho V} (P(s + \gamma^*, V) - P)] = 0 \]  
(A15)
\[ \gamma^* \equiv \ln(1 + k^*) \sim N \left( \ln(1 + \tilde{k}^*) - \frac{1}{2} \delta^2, \delta^2 \right). \]

The moment generating function \( F_1(\Phi; s_0, V_0, T) \) underlying \( P_1 \) must of course also solve the same equation subject to the moment generating function boundary condition of Equation (A5). Using the property
of normal distributions

\[ Ee^{z^*}f(z) = e^{z^* + \frac{1}{2} \sigma^2}Ef(z^*) \quad \text{for} \ z \sim N(\tilde{z}, \sigma^2_z) \]
\[ z^* \sim N(\tilde{z} + \sigma^2_z, \sigma^2_z) \]  \hspace{1cm} (A16)

the equation can be written as

\[ F_T = \left( b - \lambda^* \tilde{k}^* + \frac{1}{2} V \right) F_s + \left[ \alpha - (\beta^* - \rho \sigma_v) V \right] F_V \]
\[ + \frac{1}{2} V(F_{ss} + 2 \rho \sigma_v F_{sV} + \sigma^2_v F_{VV}) \]
\[ + \lambda^* (1 + \tilde{k}^*) E[\{F(x + \gamma^{**}, V) - F]\} \]  \hspace{1cm} (A17)

\[ \gamma^{**} \sim N(\ln(1 + \tilde{k}^*) + \frac{1}{2} \delta^2, \delta^2) \]

which is of the same form as Equation (A4), with modified parameters. The resulting solution for the moment generating function is

\[ F_1(\Phi; s_0, V_0, T) = \exp\{\Phi s_0 + G_1(T; \Phi) + D_1(T; \Phi) V_0 \]
\[ + \lambda^* T(1 + \tilde{k}^*) [(1 + \tilde{k}^*)^\Phi e^{\frac{1}{2} \beta^*(\Phi^2 - 1)} - 1] \} \]  \hspace{1cm} (A18)

where

\[ G_1(T; \Phi) = \left( b - \lambda^* \tilde{k}^* \right) \Phi T - \frac{\alpha T}{\sigma^2_v} \left( \rho \sigma_v \Phi - \beta^* + \rho \sigma_v - \gamma_1 \right) \]
\[ - \frac{2\alpha}{\sigma^2_v} \ln \left[ 1 + \frac{1}{2} \left( \rho \sigma_v \Phi - \beta^* + \rho \sigma_v - \gamma_1 \right) \frac{1 - e^{\Phi T}}{\gamma_1} \right] \]  \hspace{1cm} (A19)

\[ D_1(T; \Phi) = \frac{- \Phi - \Phi^2}{\rho \sigma_v \Phi - \beta^* + \rho \sigma_v + \gamma_1 \frac{1 + e^{\Phi T}}{1 - e^{\Phi T}}} \]  \hspace{1cm} (A20)

and

\[ \gamma_1 = \sqrt{(\rho \sigma_v \Phi - \beta^* + \rho \sigma_v)^2 - \sigma^2_v (\Phi + \Phi^2)} \]  \hspace{1cm} (A21)
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